
 

 

 
So here this will be the document flow, so here first we will be asking the questions from the 
documents and we will be getting the responses here – refer the image below  
This will be the questions and the responses we will get from the respected hospital 
documents  
 

 
 
 
 



 

 

Here based on the first page continuity this responses will be coming related to context that 
we are following up into the context – please refer the images here  
 
 

 
 
 
 
 
 



 

 

Another set of example of the chat here , how context will be working based on the previous 
Questions will be in the context on the chat  -- please refer images below  
 

 
 
 
 
 
 



 

 

This is the another example over here are making the chat with the multiple documents at 
once to make the chat flow supports the context concurrently while using the mobile chat  --  
Please refer the image below  

 
 

 
 
 
 
 
 
 



 

 

Same continuing the chat over here , with the context of multiple documents , we will be 
getting the responses , respectively to the documents from the hospital  -- please refer  the 
image  
 

 
 



 

 

This is the another example which is related to icd codes of the document from the hospital , 
so here for the related code we will be getting the response for the related and respected 
medical code and based on the code we will be having the contextual responses continuing 
over here – please refer the below images here  
 

 
 
 



 

 

This is the another set of chat responses related t icd codes , which we will be getting the 
responses from the respective hospital document and , the more generic data will be will be 
given from our llm model with more context data that is related to codes in the context – 
please refer the images below 
 

 
 
 
 



 

 

Here is the another context data that will be remembered and providing the responses in chat 
based on the previous questions while we are using, based on the code form the document , if 
no data found for the icd code , our llm give be given the relatime data for the related context 
over here – please refer the below images  
 

 
 
 
 



 

 

This will be our general flow / llm model  
 
Here our model will be generate the response for the users in realtime when the question 
asked is not in the document – please refer the below images here  
 

 
 
 
 



 

 

This is the another set of our general / llm model with the context for the recent conversation 

 
 
 



 

 

Another set of our llm model giving about the realtime data relate to hospitals here with the 
context for the related questions – please refer the image below here  
 

 
 
 



 

 

So this another set of responses from our llm model , here we can check how our llm 
responds to the questions which is not there in the existed documents and gives the relavant 
realtime answers along the context for the previous questions as well so it looks very relavant 
and clean to enduser while using , please refer the images below



 

 



 

 



 

 



 

 

 


